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■

– General problem solver

■

– Central problem: No well-accepted definition of intelligence, 
let alone “artificial intelligence”

■



■ Turing (1950) replaced the 
question of “Can a machine 
think?” to “Can a machine 
fool an interrogator as well 
as a human?”

■ The test involves a man 
trying to convince an 
interrogator than he is a 
woman

■ Machine “passes the test” if 
it can fool the interrogator as 
often as the man



→
■

– “Too meaningless to deserve discussion”

■

– If a man can fool an interrogator into believing he is a 
woman as often as a woman can convince the interrogator, 
is the man a woman?

■



■

■

– Try games

■

■

■

– Minsky: Intelligence means the ability to solve hard 
problems

■



■

■

– Must face a range of decisions, otherwise there’s really no 
decision at all

■

■



→

■

■

■

■

– MACHINES THAT EVOLVE



■

■

■

■



■ Fogel (1964; Fogel et al. 
1966, p. 39) compared 
predictive capability of 
evolution of finite-state 
machines to humans on 
environments created by 
Merrill Flood

■ Comparison: Equivalent on 
all but three instances, 
where the evolutionary 
algorithm was shown to be 
superior



■ Evolutionary 
algorithm used to 
predict symbols from 
Wolin (Human 
Factors, 1963)

■ Based on different 
recall lengths, the 
evolutionary algorithm 
could 

■ Outperform the 
humans (college 
students)



■ Rechenberg, Schwefel, and 
Bienert at Technical 
University of Berlin evolved 
hardware designs that 
exceed human design



■

■

■

■ “In all three experiments, the high hand betting probabilities were nearly 
optimized in less than 200 generations and approached the optimum 
values … calculated by von Neumann’s game theory. The low hand 
betting probabilities, which are less important for the quality of the 
game, were not optimized yet and still presented considerable 
differences in different patterns. The quality of the game was fully 
competitive with average human players uninformed about game 
theory.”



■
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■

■

■
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■
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■

Red

White

1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20

21 22 2423

25 26 27 28

29 30 3231



■

■

– Chinook defeated Marion Tinsley (human), the world 
checkers champion and won the championship

■

– Incorporated a linear polynomial as a board evaluator
– All “items” of knowledge were preprogrammed, opening 

book, and all 8-piece endgame database (440 billion stored 
positions)

– Did not use any learning

■



■

■ −K − K

■

■

■

– A neural network board 
evaluator

– A unique king value K
– The NN and K are evolvable

■

– 4-ply for training and 6-ply for 
playing against humans

Red

White

1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20

21 22 2423

25 26 27 28

29 30 3231
K

K

K

K

[0 … 0 1 0 … 0 -1.5 0 0 -1.5 0 … 1.5 -1 … 0 1.5 0]  
5            10         13        23 24        31

King Value =  1.5



■ The closer the NN output  was to 1.0 the better the move
■ The pieces changed sign when move alternated between players
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■

■

– K was limited to [1.0,3.0]

■

– Each player (parents and offspring) played one checkers 
game with five randomly selected opponents from the 
population

– Win = 1 points, draw = 0 points, and loss = −2 points
– Games were limited to a maximum of 100 moves

σ′ i( j) = σ i( j)exp (τN j(0,1)), j = 1, ..., N w and τ = 2 Nw

– 1

w′ i( j) = wi( j) + σ′ i( j)N j(0,1), j = 1, ..., N w

K ′ = K + 0.1U, where U ∈ {–1,0,1}



■ 0. Initialization 
– 15 parents with NN weights uniformly sampled from [−0.2,0.2]

■ 1. Offspring generation
– Each parent generated one offspring

■ 2. Tournament
– All 30 players competed with 5 randomly selected players from the 

population

■ 3. Selection
– 15 players with the greatest total points were retained as parents 

for the next generation

■ 4. Loop back to step 1.
■ Evolution was conducted for 100 generations



■

■

■

– Starts out at 1600 and follows:

Rnew = Rold + 32(Outcome – W)

W = 1

1 + 100.0025 Ropp – ROld

Outcome ∈ { 1(win), 0.5(draw), 0(loss) }
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Human      ENN
1.R:11-16, W:23-19; 

2.R:16-23(f), W:26-19

3.R:8-11,     W:19-15

4.R:11-18, W:22-15(f) 

5.R:10-19(f), W:24-15(f)

6.R:7-10, W:27-24

7.R:10-19(f), W:24-15(f)

8.R:6-10, W:15-6(f) 

9.R:1-10(f), W:25-22

10.R:9-14, W:30-26

11.R:3-7, W:22-17

12.R:4-8, W:26-23

13.R:8-11, W:28-24

14.R:11-15,   W:32-28

15.R:7-11, W:29-25

16.R:15-18,   W:23-19

17.R:18-23,   W:24-20

18.R:5-9,     W:17-13

19.R:14-18,   W:13-6(f)

20.R:2-9(f),  W:21-17

21.R:9-13,    W:19-15

22.R:10-19   

[take the piece on 15; frees piece on 17, Was this a mistake? Should have double 
jumped to get king 13-22-29?]

Red

White

1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20

21 22 2423

25 26 27 28

29 30 3231



Human       ENN
21.R:9-13,    W:19-15

22.R:10-19, W:17-14

23.R:13-17, W:25-21

24.R:17-22, W:14-9

25.R:11-15, W:9-6

26.R:22-26,   W:31-22(f)

27.R:18-25(f),W:6-1

28.R:15-18, W:1-6

29.R:23-27, W:6-10

30.R:18-22,   W:10-15

31.R:19-23, W:20-16

32.R:12-19(f),W:15-24-31(f)

33.R:25-29,   W:21-17

34.R:22-25,   W:17-13

35.R:25-30,   W:13-9

36.R:30-25,   W:9-5

37.R:23-26,   W:31-22(f) 

38.R:25-18(f),W:5-1

39.R:29-25,   W:1-5

40.R:18-14, W:28-24

41.R:25-22,   W:24-19

42.R:22-18,   W:19-16

43.R:18-15,   W:16-12

[After 10 more moves, game ends with red offering a draw]

Red

White

1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20

21 22 2423

25 26 27 28

29 30 3231

K

K

K



ENN Human
1.R:9-13,     W:22-18

2.R:11-15 W:18-11(f)

3.R:7-16 W:25-22

4.R:5-9 W:22-18

5.R:3-7 W:29-25

6.R:1-5 W:25-22

7.R:16-19 W:23-16

8.R:12-19(f) W:24-15(f)

9.R:10-19(f) W:27-24

10.R:7-11 W:24-15(f)

11.R:9-14 W:18-9(f)

12.R:11-18-25 W:26-23

13.R:5-14(f) W:23-19

14.R:25-29 W:31-26

15.R:6-10 W:19-16

16.R:8-12 W:16-11

17.R:12-16    W:28-24

18.R:29-25    W:32-27

19.R:16-20    W:24-19

20.R:13-17    W:26-23

21.R:25-22    W:19-16 22.R:22-26    W:23-19 23.R:26-31    W:27-23 24.R:17-22    W:11-7

25.R:2-11(f)  W:16-7(f) 26.R:31-27    W:7-2 27.R:27-18(f) W:19-16 28.R:18-23    W:16-11

29.R:22-26    W:2-6 

[probably a mistake by human]

K

K

Red

White

1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20

21 22 2423

25 26 27 28

29 30 3231



ENN Human
29.R:4-8,     W:11-4

30.R:20-24,   W:6-15(f)

31.R:23-27, W:30-23(f)

32.R:27-18-11 W:21-17 [figure]

33.R:14-21(f) W:4-8(f)

34.R:11-4(f) 

[game over, red (computer) wins]

Red
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1 2 3 4

5 6 7 8

9 10 11 12

13 14 1615

17 18 19 20
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29 30 3231
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■

■

■

■

– To the extent that the neural network used this feature, it first 
had to invent the feature

– We named the neural network Anaconda



®

■ You play against characters
■ Each has a different skill 

level
■ A six-game match was 

played against characters of 
“expert” ability

■ Anaconda won 6-0



■

– A representation defining the location of pieces on the board
– A variable coding value for the king
– A heuristic (DFS) for searching ahead 6-ply
– A heuristic (minimax) for selecting which move to favor in 

light of the NN evaluation function
– The potential to use piece differential as a feature

■

■

■



■

■

– 2 years?
– 20 Years?
– Never?

■
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